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Three applications involving the Cray T31) as a mat}-line in a High Speed
Networking and Meta Supercomypu ¢ 1+ ug K oavironment will be discussed:
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RIVA — Remote Interactive Visualization and -Analysis is an
integrated software systcm for scientific data visualization and
analysis. RIVA has twomajor components. 1). A GUI, called the
Flexible Flyer, resydingon anSGlworkstatson that acts as a navigator
and a command and c¢or: t10] element for 2). the main clement residing
on the T3D, a parallel perspective renderer and associated set of image
analysis tools. Asthe 1 Jexible Flyer navigatesihe data, the processed
and rendered images @1 ¢ retu rned to the user’s 1 aboratory via a gigabit
network. The resull is thezhility to employ the capabilities of the 13D
in a complete] y interactive en vironment for large scale scientific data
perusal and analysis.

High Volume Synthetic Aperture Radar Processing. A complete
software swite for SAR pyociessing has been developed as a portable
system of SPP codes. ‘1 heiuitial ta get machines have been the T3D
and the Intel Paragon. While currently operating on either machine as
a standalone system, ciiriernit proposed developments seek to permit
flexible operationioveramuch larger networking environment - to
include machines at.t he God dard Space Fligh t Center in Greenbelt,
Md. and at Ames Research Center in No. Ca.. The perspective being
developed is to recoginze thirtalong duration spaceborne SAR mission
can easily overtax the capac ties of any one institution’s processing
facilities. But by developing an environment th at can seek out
schedulable resources aver & 1 arge national networking infrastructure,
these missions can process 1 :arge am ounts of d at a without unduly
impacting any one facihity.

Scalable Synthet ic Forces Simulation. Caltech/JPL h ave recent] y
embarked on a new project for DARTA to design and implement a new
scalable architecture foithe 1)01)'s Advanced 1 Jistributed Interactive
Simulation progrium. PDARPA, and the military services, have Jong



desired 1o be able to deploy much 1 avger simul ations involving DIS. A
preliminary arclntecture pe rmit ting the simultan cous simulation of at
least, 50,000 entities hashbeendeterminedand experimental

implem entations h ave hegan. The architecture is to view the
Supercomputing netwo rk as a met a Supercomputer, employing at least
two SW'S -- the Ciray 131 at JPY, and the Intel Paragon at Caltech -
and potentially severahmnore.




